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Two recently introduced GafChromic film models, HS and XR-T, have been developed as more
sensitive and uniform alternatives to GafChromic MD-55-2 film. The HS model has been specifi-
cally designed for measurement of absorbed dose in high-energy photon tezoue 1 MeV,

while the XR-T model has been introduced for dose measurements of low efteigyWeV)
photons. The goal of this study is to compare the sensitometric curves and estimated dosimetric
uncertainties associated with seven different GafChromic film dosimetry systems for the two new
film models. The densitometers tested are: LKB Pharmacia UltroScan XL, Molecular Dynamics
Personal Densitometer, Nuclear Associates Radiochromic Densitometer Model 37-443, Photoelec-
tron Corporation CMR-604, Laser Pro 16, Vidar VXR-16, and AGFA Arcus Il document scanner.
Pieces of film were exposed to different doses in a dose range from 0.5 to 50 Gy using 6 MV
photon beam. Functional forms for dose vs net optical density have been determined for each of the
GafChromic film-dosimetry systems used in this comparison. Two sources of uncertainties in dose
measurements, governed by the experimental measurement and calibration curve fit procedure,
have been compared for the densitometers used. Among the densitometers tested, it is found that for
the HS film type the uncertainty caused by the experimental measurement varies from 1% to 3%
while the calibration fit uncertainty ranges from 2% to 4% for doses above 5 Gy. Corresponding
uncertainties for XR-T film model are somewhat higher and range from 1% to 5% for experimental
and from 2% to 7% for the fit uncertainty estimates. Notwithstanding the significant variations in
sensitivity, the studied densitometers exhibit very similar precision for GafChromic film based dose
measurements above 5 Gy. )04 American Association of Physicists in Medicine.
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|. INTRODUCTION Associates, Model No. 37-041was developeti’that had a
15 um thick sensitive layer and covered a dose range from
10 Gy to 100 Gy. Subsequently, an even more sensitive
. - ) . r?‘nodel, the MD-55-2, was introduced that was produced by
conventional 2D radiation detectors. The high spatial resolu%(ijding two MD-55 layers togethd-4The MD-55-2 model

tion, weak energy dependence and near tissue-equivalence .
radiochromic films(RCPF make them suitable for measure- covers a dosg Tange frqm 1 GX}S 250 .Gy and is much better
adapted to clinical applicatiols'°than its predecessors.

ment of dose distributions in radiation fields with high dose o S
gradients. Initially, GafChromic detectors were developed for 1€ Sensitivity of the MD-55-2 model GafChromic film is
dose monitoring in industrial radiation processiigHaving ~ 'elatively high, however, its dose response was reported to be
only a 6 um thick sensitive layer, these relatively insensitive onuniform by 8%—15%,****limiting its use in clinical
films were suitable for relatively high dose measurements irPplications. Recently, two new GafChromic film models,
excess of 50 Gy to 2500 Gy and were used for several yeat§e XR-T and HS, have been introduced. The XR-T model
for clinical dosimetry research® under the name HD-810 has a sensitive layer containing high atomic numbena-

(or DM-1260, Nuclear Associates, Model No. 37-04@ terials, intended to compensate for the lower absorption cross
more sensitive GafChromic film, the MD-55 mod#luclear  section of its organic active layer when irradiated with low-

The introduction of radiochromic filmgbased on polydi-

2392  Med. Phys. 31 (9), September 2004 0094-2405 /2004/31(9)/2392/10/$22.00 © 2004 Am. Assoc. Phys. Med. 2392



2393 Devic et al.: Scanner comparison for GafChromic films 2393

energy photongbelow 0.1 Me\j. On the other hand, the HS
model was designed for high-energy photon beéhove 1
MeV).

A critical component in the GafChromic dose-
measurement process is the densitometer used for the film’s
optical density(OD) readout. Several types of instruments
are used for two-dimensional film densitometry. One type
consists of a single collimated or focused light beam-detector
pair and requires translation of the film and/or light source
from point-to-point over the film. The spatial resolution is
governed by the light beam diameter and/or detector aperture
as well as by the accuracy and spatial sampling rate of the
translation mechanism. The second approach uses a one- or
two-dimensional position-sensitive light detector to eliminate
one or both scanning motions. Some densitometers record a
single line of OD measurements at a time using a linear CCD
array and translate the film perpendicularly to the scanning
axis while other systems use a uniform light source that tran-
silluminates the film and a 2D imaging systg@D CCD
camera, for exampjethat measures light transmission over Fie. 1. Film irradiation geometry and definition of region of interéROI)
the entire plane simultaneously. The measured optical derf¥er Which the netODs have been analyzed: the ROI is a Xrbmm

. . . . rectangle; the bottom half of the film was used for labeling and manual
sity represents a convolution of the densitometer light SOUrcg,,gjing.
emission spectrum, the film absorption spectrum, as well as
the spectral sensitivity of the densitometer’s detector. As a

result, different densitometers produce different sensitometys and about 3@um for XR-T model GafChromic film. The
ric curves for the same film type, radiation quality, and theactive layer mass densities are 1.08 gidior the HS and
dose range under investigation. 1.75 g/eni for the XR-T films. The HS active layer nomi-
Dose measurements based on any film dosimetry systepnlly consists of: H-9%, C-57%, N-16%, O-18.0% by
have uncertainties pertinent to a particular system used. Byeight; while that of the XR-T nominally consists of: H-8%,
using a uniform radiation field during the calibration proce-c-469%, N-12%, O-14%, Cs-13%, and Br-8%The purpose
dure, one attempts to create a situation where the measurgf the high atomic number Cs and Br additives is to increase
ment uncertainty is limited by only three factor&t) the  a Jow energy photon response via the photoelectric-effect.

overall uncertainty of the reference dose measurement in thehe batch numbers used were 10144HS for HS film and
phantom;(2) the uncertainty due to nonuniform thickness of 30198-1B for XR-T film.

the sensitive layer; an@) type A and B uncertainties asso-
ciated with the densitometer used to measure the optical den- .
sity (for a classification of uncertainties, see Ref).20 B. Phantom and irradiation procedures

The goal of our study was to compare the sensitivity The sensitivity, defined as the netOD of the film per unit
curves obtained for the HS and XR-T types of GafChromicabsorbed dose, was measured with doses ranging from 0 Gy
films in conjunction with seven different densitometers. Into 50 Gy. Measurements were performed by irradiating film
addition, considering the densitometer/film system as a twosamples (2.5 c1.5 cm in siz¢ with the 6 MV photon
dimensional dosimeter, a practical uncertainty analysis waBeam from a Varian 2300C/D) accelerator(Varian, Palo
carried out that allows the estimation of uncertainty in doseAlto, CA). The films were exposed perpendicularly to the
determination due to the performance of the dosimetry sysradiation beam in a 30 cm30 cmx 25 c¢cm solid water RMI-
tem (experimental uncertaintyand the uncertainty intro- 457 phantom using the geometry illustrated in Fig. 1. The
duced by the fit that is needed to convert measured opticdigure also shows the regions of interéR0I) that were used

.« B

|
|
XR-T
: : : ROI=5x10 mm
11
il

Projection of 20x20 cm”
field size

density into the absorbed do§f error). for the measurement of optical density change with dose.
The ROl was a 5 mm by 10 mmectangle in the upper half
II. MATERIALS AND METHODS of the film piece, positioned 5 mm from the film edges, to

avoid OD measurement artifacts that have been observed
near film edges? The bottom half of the film was used for
Both the HS and XR-T GafChromic film modglsiterna-  labeling and manual handling. In our analysis we ignored the
tional Specialty Products, Wayne, \Nebnsist of single active possible variations in mean sensitivity of different ROIs that
layer sandwiched between two sheets of clear, transparemtere reported previously for the MD-55-2 model GafChro-
polyester, each with a thickness of approximately®7 and  mic film.12
a density of 1.35 g/cfh Both?! films use the same mixture of Samples of film were placed at the isocenter plane of the
diacetylene monomer crystals suspended in a gelatin emulINAC, in a source-to-axis distanc¢SAD) setup at a dis-
sion and have an active layer thickness of aboup#i®for ~ tance of 100 cm. A 20 cix20 cm field size at the isocenter

A. New radiochromic films
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was used. The films were covered i 5 cmthick piece of  acquired for each scanner, the same protocol was used at all
solid water and a 20 cm thick piece of solid water was placedites and some well-known techniques to improve precision
below the films, to provide sufficient backscatter. in film dosimetry (for example, double exposutél® mul-
Three sets of films were prepared for distribution amongiple scans of the same film pieemultiple sets of calibra-
different institutions involved in the study. Each set consistedion packetswere neglected. Consequently, results presented
of two film packets, one for each film type. Each film packetin this work do not necessarily correspond to the best dosi-
contained 16 pieces of film, which were exposed to theametric results achievable by any one of the participating co-
following doses: 0, 0.5, 1, 2, 3, 4, 5, 7.5, 10, 15, 20, 25, 30authors.
35, 40, and 50 Gy in our department. Reference doses The following three point-detector type transmission den-
were determined according to the TG-51 protd@oton-  sitometers were teste(lt) LKB Pharmacia UltroScan Xkat
verted to dose-to-tissue. The output of the linac was meathe National Institute of Standards and Technology, NIST
sured before and after the irradiations, and a variation ofin this paper, certain commercially available products are
0.06% was observed. The film samples were handled in ageferred to by name. These references are for informational
cordance with the recommendations outlined in the AAPMpurposes only and do not imply that these products are the
TG-55 report For each dose point, 6 pieces of filf&for  best or only products available for the purpose, and do not
the HS model and 3 for the XR-T modelere positioned, as imply endorsement by NISJ.(2) Molecular Dynamics Per-
shown in Fig. 1. sonal Densitometefat Virginia Commonwealth University,
One set of films was sent to the National Institute of StanVCU); and(3) Nuclear Associates Radiochromic Densitom-
dards and TechnologyNIST) and another to the Virginia eter Model 37-443at McGill University). Densitometer sys-
Commonwealth University, where they were scanned 48 ltems using 1D or 2D optical detectors investigated in this
after irradiation. The third set of films was read after 48 h instudy were: (1) Photoelectron Corporation CMR-604
our center. Our film packets were then taped onto two sepaNIST); (2) Laser Pro 16at eRadlink Inc., Californiga (3)
rate transparencies and sent to eRadlink Inc. to be read 72\idar VXR-16 (at MSKCQ); and (4) AGFA Arcus |l docu-
postirradiation. The films were then sent to the Memorialment scannetat McGill University).
SIogn-Ke_tte_nng Canc_er CenteéMSKCC) and read 96 h_ 1. Nuclear Associates Radiochromic Densitometer,
postirradiation. The films were only removed from their Victoreen Model 37-443

light-protecting envelope during irradiation and readout to . . . )
reduce the ambient light effect. This system employs a filtered LED-diode spot densitom-

GafChromic films have shown to produce a re|ative|yeter(distributed by Nuclear Associates Inc., Carle Place, NY,
small variation in the optical density when the light source is0M here on referred to as Victorgewith an optimally -
fully linearly polarized and the film is rotated through a 360° designed(to the absorption spectrum of the GafChromic
angle®2ZHowever, if both the light source and the detec- film) light source, which gives a high intensity spectrum cen-
tor are linearly polarized, variations in the measured opticaf€réd at 671 nm. The 2 mm diameter aperture is coupled to
density can reach 15% for the HS model GafChromic#im an 11 nm pan_d pass fllte_r centered near the major peak of the
when the film is rotated through a 360° angle. In order toGafChromic film absorption spectru(@75 nm. The system
avoid the influence of this polarization effects on our com-N@s & dynamic range of measurable optical densities from 0
parison(when the laser light source densitometers are used® 4-00, with a stated accuracy af0.02 over the specified
e.g., Molecular Dynamics, LKB Pharmacia, LaserPioié  'ange. The sensor is a high efficiency silicon photodiode. The
have cut and label the films always in the same way, so thatyStem comes with a manual two-dimensional film transport
the comer cut mark on a film sheet was in the upper righ§ystem. Its micrometerlike design provides a precise method

corner with respect to the long axis of the film pieces. of holding and moving the film over the aperture of the den-
sitometer in bottx andy directions. The micrometer move-

ment and the device’s scale providexany axis precision of
C. Densitometric systems +0.1 mm.
Because the aperture of this densitometer is 2 mm, we

The objective of our study was to make a quantitativeh ; 4 th by taking fi di
comparison between six commercially available densitom!'aV€ Performe the measurements by taking five readings

eters as well as a LED diode spot densitometer used fO\{yithin the ROI. The mean values and standard deviations
GafChromic film dosimetry. As previously stated by have been calculated and used for the intercomparison with

McLaughlin and Desrosier®:“A dosimetry system implies the other systems.

not only the radiation sensor itself but also the analytical

methods that relate reproducibility of the radiation-induced?- 9@ document scanner, Model Arcus I

signal to the absorbed dose at a location in a given material.” Although not designed for GafChromic film dosimetry,
Accordingly, a GafChromic film dosimetry system should bedocument scanners have been used earlier for measurements
understood as an ensemble of the film type, the scanninip various film dosimetry applicatiorf§:?° The Agfa Arcus
densitometer and the scanning protocol. The scanning protdk, no longer commercially available, is a desktop flat-bed
col we used in our study was designed to provide a comparidocument scanner designed for high quality photographic
son of the raw densitometric data that each of the scanninignage scanning with an option to operate in a transmission
systems can produce. To ensure that comparable data wamde. The scanner has a maximum resolution of 600 by
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1200 dpi. It employs a fluorescent light source with a broad-5. Photoelectron Corporation CMR-604
band emission spectrum. The maximum scanning area when This instrument(from here on referred to as Peho

working in the transparent mode is 203 M54 mm. As a longer commercially available, is of imaging type and em-

detector this scanner uses a linear 10 600-element color tyQﬂoys a 24X 375 element cooled CCD array to image light
CCED arra})_/l. ket . q fil transmitted through the film. The film is backlit by a 665 nm
very film packetfor a given energy and film typavas LED array mounted beneath a white diffusing plate. Pixel

scanned, toggther V\./ith an opaque piece of film_ as well as 8izes are governed by the position of the CCD camera above
step wedge film. This is the regular procedure in our centefi o fiim and the focusing lens. With the proper lens, a maxi-

to keep track of the system's response linearity. Films ar%um resolution of 0.01 mm per pixel is achievable. For the

scanned using the Agfa FotoLook 3.5 software, with the ODmeasurements presented here, a pixel size of 0.075 mm was

range set to maximum and with all filters and image €Mysed. The signal resolution is 16 b{&5536 shades of gray

Lo the device has superior performance at low absorbance
values. Each film was read individually, mounted in the same

area of the system light box. The data used for the compari-

son are the average net pixel values over the ROK(B&2

points.

the 48-bit RGB mod€16 bits per colorand saved as tagged
image file format(TIFF) image files. Images were imported
into in-house-written image manipulation routines, using
MatLab 6.5.0(Math Works, Natick, MA that extracted only
the red component of the RGB scanned image.

A scanning resolution of 300 dgB5 um per pixe) was
used, which means that the 5 0 mm ROI consists of 6. RadLink Laser Pro 16 Film Digitizer
60x120 points. The mean value as well as the standard de- The RadLink Laser Pro 16 Film DigitizéeRadlink Inc.

viation over the ROI were taken and used for intercomparigystems Corporation, from here on referred to as LaserPro
son. 16) employs a solid-state laser with the emission line cen-
tered at 658 nm. It is coupled to a linear solid-state silicon
type detector, having up to 3072 pixels per scan line. The
3. Vidar VXR-16 DosimetryPRO™ Film Digitizer digitizer can accommodate films of up to 35.5x®@3.2 cm
in size, and produces images 16 bits deep. The spatial reso-
The VXR-16 DosimetryPRO™ Film DigitizefVidar Sys-  |ytion of the device is variable from a minimum of 1}16n
tems Corporation, Herndon, Virginia, from here on referredper pixel.
to as Vidar VXR'16 has a fluorescent white ||ght source Every film packet in our Study' taped onto transparency
with a spectral emission range between 250 nm and 750 NNpaper, was scanned using the eRadlink Image Acquire™ ac-
Itis coupled to a linear CCD digitizing system. The digitizer quisition and analysis software. The resolution used in this
can accommodate films of up to 35.56 cm wide and 431%tudy was 17&Lm per pixeL The mean and standard devia-

cm long in size and produces images 16 bits dé&§536  tions have been determined over the ROI XZB points
shades of gray The resolution of the device can be set to 89,and used for the intercomparison.

187, and 356um per pixel.
Each film in a packet was taped onto transparency paper ) )

(subtracted as backgroundind scanned using therrr /- Molecular Dynamics, PD Densitometer

3.1.11 software. The resolution used was 366 per pixel. A detailed description of the transmission scanning-laser

The mean and standard deviations have been determingiin digitizer (Molecular Dynamics, Sunnyvale, CA, Per-

over the ROI (14 28 pointg and used for the intercompari- sonal Densitometer, from here on referred to as Molecular

son. Dynamicg can be found in a comprehensive study by Demp-
seyet al*which deals with removing image artifacts caused
by the coherent light source geometry imaging interference

4. LKB Pharmacia UltroScan XL _(Moiré) patterns.. T_he device measures the pharge produced
in a photo-multiplier tube(PMT) by collecting 633 nm

This instrument(from here on referred to as the LKB He—Ne laser light transmitted through the scanning bed and

Pharmacig no longer commercially available, is of the film to a collimated light-integrating cylinder. Spatial resolu-

point-by-point translation type and employs a 0.1 mm diam-ion along the translation axis is achieved by precision step-

eter He—Ne laser for densitometry measurements. The stepng of the scanning bed and laser beam. The device has two

size in bothx and ay direction is controllable in increments resolution settings of 5@m or 100um pixels.

of 0.04 mm to a maximum of 0.6 mm. For our measurements Data from the digitizer are stored as 12-bit wofaigeger

a step size of 0.48 mm was used over the 5xt mm area values between 0 and 409%®orresponding to optical densi-

of interest. The signal resolution is 12 bi#096 shades of ties(OD) between 0 and 4.095, in a 16-bit TIFF format. The

gray) over an optical density range of 4. Each film was readresolution used was 10Am per pixel. The OD mean and

individually, mounted in the same area of the ground glasstandard deviations have been determined over the ROI (50

base plate of the system. The data used for the intercompark 100 point$ and used for the intercomparison.

son are the average net pixel values over the ROKX(20 Table | summarizes the basic characteristic of the densi-

points. tometers used in our study. A more comprehensive set of
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TaBLE |. Specifications of densitometer systems used in this study.

Light source Resolution
Scanner Type Spectrum Detector type Min. Spatial Signal
Victoreen LED diode 671 nnill nm FWHM Si Diode 2 mm 0.01
LaserProl6 Laser Diode 658 nm Si type detector 116 16-bit
Photoelectron Corp. LED Diode 665 nfA0 nm FWHM CCD camera 10um 16-bit
AGFA Arcus Il Fluorescent Lanfp broadband linear CCD 2m 16-bit
Molecular Dynamics He-Ne Laser 633 nm PMT 20n 8/12-bit
VIDAR VXR-16 Fluorescent Lamp broadband linear CCD aam 16-bit
LKB Pharmacia He-Ne Laser 633 nm PMT 1Q0m 12-bit

4n this work, we used only the red component of the transmission RGB image.

densitometer properties for some of the densitometers useglue measured with the opaque piece of filng,, is the
in this study can be found in the AAPM TG-55 rep6t. read-out of the exposed film, anq _ , opeg, ando, _are
In this paper, we quote the vendor specified resolutiongneir corresponding standard deviations. ®
for densitometers and they may differ from those obtained Fq, the densitometers that read the OD directly, the

experimentally:’ netOD over the ROI for each sample was obtained by sub-
tracting the zero dose optical density ((R) from the
measured exposed film optical density, while the standard

D. Dose uncertainty analysis deviations in the netOD are obtained by summing in quadra-

. ) ture the standard deviations of exposed and unexposed
Film dose-response is usually expressed as the measuréﬁhi__,c(:}S of film

oD an|nst the dose delivered to the film. However,_to US€  The zero dose readout, €itHghexp OF OD e ave been
the fllmlfor measurement of an gnknown dose, dose is MOMatermined over the ROI as a weighted mean:
conveniently plotted as a function of the measured netOD

and the data can be fitted with an appropriate function using =2 . unexp/aiz)

a least-squares method. This process is subject to uncertain- Iunexp=W,

ties from two basic sources: one is of an experimental nature =1 !
and the second is caused by the fit process and its parametgyhile the corresponding uncertainty was calculated as:
determined during the film calibration. The experimental un-

certainties are caused by contributions from the netOD mea- o2 = 1
surement reproducibility, registration of source with film, un- o 2{5: 1(1/0?) '
certainties in accelerator calibration, mismatch in temporal

and thermal history of the film, differences in mean responsé/nére the summation is over the 5 unexposed film samples
from one piece of film to another, etc. that were placed unexposed into each film packet.

Below, we present a dose uncertainty analysis useful in Only in the case of the Molecular Dynamics scanner have

conjunction with film as a technique to measure the absorbefim reéad-outs been carried out before the film exposures. In
dose. In this analysis we will only take into account thethis case, the netOD was determined by the subtraction of the

reproducibility in measuring the netOD as a contributor toinitial from the final value for every individual piece of film.
the experimental uncertainty. The extension of the analysi

©)

4

While this should be a more accurate approach for other

including the other contributors listed above is then straightdensitometers as well, we assume that this procedure does
forward. not introduce a significant difference in the data comparison.

For the densitometers that do not read OD dire@iGFA For all 14-film model/scanner systenig scanners and
Arcus Il, LaserProl16, VIDAR 16we define the netOD and two film types we have plotted the delivered dose as a func-
the o,opin the following way: tion of the measured netOD. In order to find the most suit-

able function for a given system, we used the following cri-

lunexp loekg teria: (i) the fit function has to be monotonically increasing;

NEtOD=ODex~ ODynex=10010 lexp— | bekg @D (ii) the fit function has to go through zero, and find(iy) we
4 using th . 3 choose the function that gives the minimum relative uncer-
and, using the error propagation expression tainty for the fitting parameters. Based on these criteria, we
2 2 2 2 i i i
1 \/ oF ot Thekg ) O-Iexp+ Thekg , have chosen the family of fit functions of the form
71007 1N 10 V (ynexg loekg)> . Uexp— ook @ Dg=a+b-netOD+ c- netOD". (5

All quantities in Egs(1) and(2) are calculated over the same The third term in Eq(5) was introduced to account for the
ROI, defined in Fig. 1 nex is the intensity value of an nonlinear dose response while approaching the high dose
unexposed filmJyq is the zero-light transmitted intensity region close to the saturation level for a given film dosimetry
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system. The powen in Eq. (5) was treated as parameter and dard deviatioh for a dose determined using E(), while

it was varied from 0.5 to 5.0 with a step of 0.5. For a giveno,; (i=1,2,3) represent the standard deviations for the
film type/densitometer combination, the n value leading to anetOD and the two fitting parametdssandc; a was always
minimal overall uncertainty was retained. We have also triedorced to be O.

to leave the powen as a fitting parameter and observed that From Egs.(5) and (7), it follows (bearing in mind that
the sum of residuals would improve negligibly, if at all, by a=0):

(for the best caged.2%. However, the introduction of a new _
fitting parameter has introduced higher fit uncertainties 0'2Dﬁt=netOD2~o'ﬁ-i-netO[)?”-0'§+(b+n~C~netOU‘ H?
1%-29% in our analysis. . )
The fits of delivered dose)) vs measured netOD change netob:
on the analytical forms given by Ed5) have been per- If we separate the terms related to the experimental un-

formed using the “Levenberg—Marquardt” quasi-Newton certainty of the measured netOb {..op, for the selected fit
minimization method TableCurve 2D 5.01.01, Systat, Point functional form, we get
Richmond, CA, weighted using the following distribution:

J(b+n-c-netoD'~1)2. Uﬁetoq

1 1 op (%)= 100. 9)
7 = 5+ I . (6) Pexp Dt
Unetoq)
i (Unetoq)2 However, as can bee seen from E9), TDeyp is a function

The weighting distribution, as per E), represents the of the optical density measurement uncertaintye{on) and

relative experimental uncertainty of the measured netOD, sgls_lq depgndlzs Og the; fur;lctlonr?l :pr.m in E§). .
that the magnitude of the measured quantity does not dictate erms in Eq{ )bre ate to(’; € -|tt|ng parameter uncertain-
the weighting process. ties (o, o) can be grouped as:

In order to predict the uncertainty in the measurement of \/netOD°-- a§+netOD2”- p
Cc

an unknown dose while using the calibration curve for each ‘TDm(%): D 100. (20
dosimetry system, we have used the expression for error fit
ropagatior . . . . .
propag , Fit uncertainty (rDm), defined by Eq(10), is a function of
2_ a_y 2 the fit parameter uncertainties for the selected functional
og=2 o} (7) .
Yo g ax i form in Eq. (5).

Finally, the total uncertainty for the dose measured using
assuming the absence of cross-correlation terms. In thiéne above described formalism, for a particular functional
above equationg, is the total estimated uncertaintgtan-  form given by Eq.(5), is calculated as

JnetOF- o2+ netOF"- o2+ (b+n-c-netOD' )2 02¢0p
Diit .

oo, (%)= 100. (11)

As pointed out above, Eq1l) was derived taking into photons together with the corresponding error bars. Dose
account only the uncertainties in the measured netOD as wedensitivity is defined as the net optical density divided by the
as the uncertainties imposed by the fitting procedure of thelose that caused this OD change. The error bars represent
dose vs netOD calibration curve. twice the sum in quadrature of a constant 3% relative uncer-

It should be noted that in Eq7) correlations between fit tainty in dose measurements and of the relative netOD mea-
parameters and the uncertainty on measured optical densifrements uncertaintyo{op. The latter uncertainties are

were ignored. We verified that this is justified for the sub-a)so presented for the seven densitometers used in this com-
selection of the fit functions used. In fact, the functional formparison on the right graphs in the same figure. Lines in Fig.

of the fit is only needed to transform the relative uncertaintyz, showing sensitivity data, represent the values calculated

on the r!etOD into arglativg uncertainty on the dose using thBy dividing the measured netOD with the predicted doses
uncertainty propagation, given by E(). determined from the fit curves, of E¢p), for a given film

IIl. RESULTS AND DISCUSSION type/densitomete_r combination. It can be seen from Fig. 2

o _ that for the HS film type, an agreement between measured
A F:erformance of GafChromic film dosimetry and predicted sensitivity starts at approximately 2 Gy,
systems

whereas for the XR-T film type, the agreement between ex-
Figure 2 displays the dose sensitivity curyiest) for both  periment and model is within the experimental error bars for
film types (HS and XR-7 as a function of dose for 6 MV doses above 3 Gy. This can be explained by the fact that the
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relative errors in the netOD measureme(iiig). 2, righ) are  have determined the dose required to achieve a net optical
higher for XR-T than or the HS type GafChromic film. density of 0.5 when the pieces of film have been irradiated
As a result of its highly customized light source for with the 6 MV photon beam. The results are summarized in
GafChromic film dosimetry, the filtered LED-diode spot den- Table 1l. Among the automated 2D scanning systems, the
sitometer shows the highest sensitivity. Doses to achieve most sensitive dose response for GafChromic films was
net optical density of 1 are 13 Gy for the HS film and 30.3found with the LaserProl6 with its red solid-state laser line
Gy for XR-T type GafChromic film. Comparing these results centered at 658 nm. This is followed by the PeC with its red
with previously published data for the MD-55-2 film model, LED diode sources centered at 665 nm. Three digitizing sys-
which showed that a dose of 16 Gy was necessary to achietems, Molecular Dynamics, LKB Pharmacia, and Agfa Arcus
a net optical density of 1 with the same densitomé&tércan 11 are grouped in the same sensitivity range. When using the
be concluded that the HS type film has a somewhat highefAgfa scanner we used the red compon@xtracteda poste-
sensitivity, while the XR-T film has a lower sensitivity than riori from the 48-bit RGB raw image during the image
the MD-55-2 film when measured with the Victoreen densi-analysi$ of the wideband fluorescent lamp, while the two
tometer. This means that the HS type film has by 20% higheothers employ the He—Ne laser, centered in a region between
sensitivity, while the XR-T film has a lower sensitivithy  the two main absorption peaks of the GafChromic film ab-
50%) than the MD-55-2 film when measured with the Vic- sorption spectrum. The previously reported low sensiti-
toreen densitometer. vity?’1 of the Vidar VXR-16, among the scanners used in
In order to make a quantitative comparison among the
GafChromic film dosimetry systems used in this study, we

50 6 MV Photon Beam
TasLE Il. Dose in Gy to achieve a net optical density of 0.5 and relative HS type fM/AGFA Arcus
error in net optical density measuremetdseraged for doses above 5)Gy = 401
for two film types exposeddta 6 MV ploton beam. g %0
HS film XR-T film %
O 204
D(netOD=0.5) ope0p D(NetOD=0.5) 0600
Scanner (Gy) (%) (Gy) (%) 10
Victoreen 6 1.0 14 1.4 04 © 'I:E;t(penment
LaserProl6 7 2.2 15 2.3 . . . :
PeC 10 1.7 21 1.6 00 02 04 06 08 10 12
AGFA Arcus I 12 15 28 2.2 netOD (arb.u.)
Molecular Dynamics 14 14 31 1.9
LKB Pharmacia 15 24 35 43 Fic. 3. Dose vs netOD for HS film and the AGFA Arcus Il dosimetric
VIDAR 16 30 1.6 44 2.2 system exposedta 6 MV photon beam. Points are experimentally mea-

sured values while the line corresponds to the result of the fitting procedure.
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TasLE lll. Best fitting functions for different film type/densitometer combi-

2399

nations ¢/=Dose andx=netOD). HS Film 6 MV Photons

—a— AGFA
Fitting functions = @ -LaserProls
- -A. LKB Pharmacia
- PeC
Scanner HS film XR-T film o Victorsen

--O---Vidar1g

LKB Pharmacia y=bx+cx? y=bx+cx*® 4 Moleoular Dynamics

VIDAR 16 y=bx+cx® y=bx+cx?

Victoreen y=bx+cx? y=bx+cx?

PeC y=bx+cx® y=bx+cx?

Molecular Dynamics y=bx+cx'® y=bx+cx!®

LaserProl6 y=bx+cx?s y=bx+cx?®

AGFA Arcus I y=bx+cx® y=bx+cx? ¢ '

our study, is confirmed and it can be explained by the use gf
a broadband fluorescent light source by the Vidar densitom-

eter. The same table also summarizes the relative errors for

Dose (Gy)

Fic. 5. Total uncertainties for the measured dose by using different densi-
meters in combination with HS type GafChromic film for 6 MV photons.

the netOD measurements using seven different densitonpy Eq. (5). Figure 4 summarizes components of the uncer-
eters. The relative netOD error values listed in the table reprainty for the dose determined by using the HS film/AGFA
resent averaged relative errors in netOD values for dosearcus Il system for the 6 MV photon beam. This graph rep-
higher than 5 Gy. resents typical behavior for all other film type/scanner com-
binations. It shows that the fit uncertainty, calculated using
Eqg. (10), is approximately constant while the experimental

Figure 3 represents one example of the calibration procegncertainty, calpulated using Eqg), drops expone_ntia[ly
dure for the 6 MV photon beam, using the HS film/AGFA with an increasing dose. For t.he example sh_owp in Flg. 4,
Arcus 1l scanner combination. The experimental points aréN€ Mmay conclude that for a given GafChromic film dQS|m—
presented together with the result of the fitting procedure. etry system, a 3% overall uncertainty level can be achieved,

B. Comparison of dose-uncertainty performances

The list of the best fitting functions for different film type/ based on a single exposure measurement, for doses above

densitometer combinations is given in Table Ill. The func-
tional forms have been determined based on the criteria e

plained in Sec. I D. The power in Eq. (5) was varied from

0.5 to 5 with the step of 0.5. We have verified that the re

siduals for all the fit functions listed in Table lIll, follow the

Gaussian distribution. Accordingly, it was justified that the ) . ) X
dpmetric systems, we believe that Fig. 5 more directly and

experimental data are randomly scattered about the line
the best fit, in which case standard deviation parameter, ¢

culated using Eq(11) is a proper measure of the uncertainty

in dose determination. 5 G
We now assume that the data we have obtained to perforr]n Y.

the calibration curve fittings represent netOD measurements

for unknown doses. Using the expression given by &),

we calculated the total uncertainty estimate in the “un-
known” dose determination using the calibration curve given

(!

10 Gy.

Figure 5 shows the total uncertainty, calculated using Eq.
1), in the measured dose range using different densitom-
_eters in combination with the HS type GafChromic film for 6

MV photons. Although the sensitivity curves are most often
used to compare dosimetric abilities of different film densi-

aguantitatively describes the potential dosimetric precision of

the RCF-densitometry combination. All systems reach the
5% uncertainty level in a dose range between the 3 and

In order to make a quantitative comparison among the

scanners used in this study, we have tabulated results of the
error analysis in Tables IV and V.

Table IV shows dose values in Gy at which total uncer-

tainty, given by Eq.(11), in dose determination falls below
5%. The minimum doses to reach the 5% uncertainty level

PP —— are determined by the intersection of the fitted total uncer-
15 HS type film/AGFA Arcus Il tainty vs dose curvegising different exponentially decaying
121 —&— ¢
é —®— o, TasLE IV. Dose, in Gy, at which the total dose uncertainty falls below 5%.
bn °] GD p " .
o] % Scanner HS film XR-T film
1 ¢ -
. Victoreen 5
3{---@h b == mm-mm- = - - - ;
_,.;_i':';‘:‘:‘: S Molecular Dynamics 5 7
0 e AGFA Arcus Il 7
0 1o 20 30 40 50 PeC 8
Dose (Gy) VIDAR 16 7
LaserProl6 6 8
Fic. 4. Dose measurement uncertainties for the HS film/AGFA Arcus |l LKB Pharmacia 7 never

system exposed to 6 MV photon beam.
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T,_ABLE V. The average uncertainty by sour@xperimental or fjtfor doses This study has considered two sources of type A uncer-
higher than 5 Gy. tainties, characteristic of the GafChromic film dosimetry pro-
HS film XR-T film cess: experimental uncertainty caused by the act of measure-

ment and uncertainty in the function fitting parameters,

Scanner Expt. Fit Expt. Fit which are determined during the calibration process. Among
Victoreen 1% 4% 1% 3% the scanners used in this comparison and for the HS film
AGFAArcus Il 2% 2% 2% 2% type, the experimental uncertainty varies from 1% to 3%,
Molecular Dynamics 2% 3% 2% 3% while the calibration fitting uncertainty ranges from 2% to
LaserProl6 2% 3% 2% 3% 4 % for d b 5Gy. D ite th b d sianifi t
PeC 20% 4% 206 2% 6 for doses above y. Despite the observed significan
VIDAR 16 3% 4% 3% 206 variation of sensitivity, the studied densitometers exhibit a
LKB Pharmacia 3% 3% 5% 7% very similar precision for GafChromic film measurements

above 5 Gy with the protocol used in this study.
Finally, the comparative results presented in this paper

functiong with the 5% total uncertainty level. The scannerswOUId serve as guidelines for the GafChromic film dosimetry

. : ; ) . ~.system characteristics. Every system has its own limitations
in Table IV have been sorted with respect to increasing mini- ) . .

. . _that have to be understood and established during the cali-
mum dose to reach 5% uncertainty level for the HS film

type bration procedure. Methods pertinent to a particular system

Since the results in Table IV include the error contribu-(mUItiple calibration film batches, multiple scans, BIC.

. ; i should be developed as a part of the GafChromic film do-
tions due to both the experiment and the fitting proceduresimetry protocol for a given system
we have decided to extract the experimental uncertainties in '
a separate table. The reason for this is that the experimental

uncertainties are pertinent to the film type/scanner system

and are characteristic of a single measurement. A single meACKNOWLEDGMENTS
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